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Induced Pictorial Representations

Summary. Language is often used to describe environments or to give directions.
This project has investigated how spatial language describing large and small scale
environments is comprehended and produced. The research on large scale environments,
such as a town, has shown that in descriptions, people adopt either a route or a survey
perspective or a mixture of both. In comprehension of such descriptions, people form
spatial mental models that are more abstract than either perspective. The research on
small scale environments has investigated people’s mental models of the objects
surrounding them. People are faster to access objects at some directions from their
bodies than others. Accessibility depends on enduring characteristics of the perceptual
world and the relation of the body to it. Several variations and extensions of each
project are described. The research has implications for spatial cognition as well as
language comprehension and production.

1 Introduction.

There are many situations in which we have no choice but to explain
things in words rather than show them. Although not perfect, language often
serves such purposes quite well. One of those situations is describing
environments, whether we are telling a new friend about the neighborhood where
we grew up, or an old friend about our recent trip to Europe, or a stranger how to
find their way to the campus bookstore. Novels, tourist guides, and history and
science texts abound in spatial descriptions. A number of years ago, we began
exploring the nature of spatial mental representations produced by words alone
(Tversky, 1991D, in press, b).

Languages are rich in spatial vocabulary probably because space is so
important to every aspect of our lives (e. g., Tversky and Clark, 1993). Spatial
language has been co-opted for other, metaphoric uses that pervade speech. We
change perspectives and enter new fields, careful not to encroach on another’s
space. Many of the same cognitively natural conventions that underlie the use of
spatial language also underlie the use of space in graphic representations
(Tversky, in press a, in press b; Tversky, Kugelmass, and Winter, 1991). Some
spatial information seems easily conveyed by language, and other information
less so. Those terms that have proved their usefulness by being old and frequent
and metaphorically extended are the ones that should communicate effectively.
A notable example is the terms that describe spatial relations, such as front, back,
left, right, above, below, and north, south, east, and west. Part of the
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communicative effectiveness of these terms is shared knowledge about the
appearances of environments. Other spatial information seems more difficult to
convey, for example, precise information about distance and angle. Conveying
distance and angle requires recently developed technical language that most of us
do not use frequently enough to become accurate. Distance information that
relies on shared knowledge about stereotyped units, such as rooms or blocks in
American culture, should be better conveyed and understood than metric
information.

Our own work has investigated communication of spatial relations for
large scale and small scale environments. The work of Johnson-Laird and his
collaborators (Ehrlich and Johnson-Laird, 1982; Mani and Johnson-Laird, 1982),
of Glenberg, Meyer and Lindem (1987) and of Perrig and Kintsch (1985)
encouraged us in this endeavor. We were also encouraged by the related work of
Morrow, Greenspan, and Bower (1987) and Morrow, Bower, and Greenspan
(1989) showing that stereotypic distance units may be refiected in sentence
comprehension time. Globally, we have been interested in the nature of the
mental representations that readers construct from descriptions, and have used
reaction time and accuracy measures as reflections of the mental representations.
The project has taken us into a number of other issues as well, including
perspective and perspective-switching, the nature of spatial descriptions, and the
comparison of environments learned by description to those learned by
perception. I will begin with the work on large-scale environments.

2 Comprehending Route and Survey Descriptions of Large-scale
Environments.

2.1 Introduction. An informal survey of tourist guides revealed that
tourist sites seem to be described from one of two perspectives, survey or route.
In a survey perspective, descriptions take a view from above the environment and
describe the locations of landmarks relative to one another in terms of north,
south, east, and west. In a route perspective, descriptions take a view from within
the environment, and take addressees on a mental tour of the environment
describing the locations of landmarks relative to the changing position of the N
addressee in terms of the addressee’s front, back, left, and right. These two Aot
perspectives correspond to the two major ways of learning about environments, NG coa
from maps and from navigation. The route perspective corresponds to what Bricaads
linguists have called a deictic perspective and the survey perspective corresponds ‘i""‘;'i‘_' o
to what linguists have called an extrinsic perspective (Fillmore, 1975; Millerand | ' " " ..
Johnson-Laird, 1976).

By
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descriptions and on learning environments suggested that perspective would be
encoded in the mental representations of environments. Readers remember
information associated with the narrative perspective better than information
associated with an alternative perspective (Abelson, 1975; Anderson and Pichert,
1978; Bly, 1989; Bower, 1978). Some aspects of environments, such as relative
directions, are better acquired or more accessible from studying maps, and other
aspects of environments, such as travel distance, are better acquired from
navigation (Evans and Pezdek, 1980; Sholl, 1987; Streeter, Vitello, and
Wonsiewicz, 1985; Thorndyke, 1981; Thorndyke and Hayes-Roth, 1982). The
research on which our own was fashioned, experiments by Perrig and Kintsch
(1985), also found differences due to perspective.

2.2 Design. We first designed four environments, varying in scale, each
with about a dozen landmarks. The largest environment was a county-sized
recreation area and the next largest was a small town. The two smaller-scale
environments were a zoo and a convention center. For each environment, we
wrote two descriptions, one from a route perspective and one from a survey
perspective. Each description contained information locating the landmarks in
the environment according to the appropriate perspective. To make the
descriptions more interesting and realistic, each also contained identical non-
locative information, for example, describing activities that took place at the
landmarks. We pretested the descriptions to make sure that they were equally
coherent and that each allowed readers to accurately place all the landmarks. In
four experiments, subjects studied a route or a survey description of an
environment, followed by a number of tests of memory. First, subjects verified
true-false statements, both locative and non-locative, from the descriptions. The
locative statements were either verbatim from one of the texts, route or survey, or
were inference statements from one of the two perspectives. The inference
statements contained information that could be inferred from information in the
descriptions, but had not been explicitly stated in either description. Following
the verification of statements, subjects drew a map of the environment.

2.3 Results. From reading either narrative perspective, subjects drew
highly accurate maps of the environments, indicating that they formed good
spatial mental representations from the descriptions. If perspective is encoded in
the spatial mental representations formed from the descriptions, then responses to
inference statements from the same perspective as the narrative should be faster
and more accurate than to inference statements from the other perspective.
However, this failed to happen in four experiments, including an experiment
where subjects read only a single description and did not know they would be
asked to draw maps. This is evidence that perspective is not encoded in the
spatial mental models formed from these types of descriptions. Subjects were
faster and more accurate to verbatim statements than to inference statements.
Altogether, survey and route perspectives were equally effective in conveying
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information about the environments.

2.4 Interpretation. Readers seemed to have formed at least two mental
representations of the descriptions. First, they formed a representation of the
language of the description that allowed them to respond faster and more
accurately to the verbatim statements than to the inference statements. Second,
they formed a representation of the situation described by the text, what we have
called (after Johnson-Laird, 1983) a spatial mental model, that allowed them to
draw accurate maps of the environments and to respond to the inference
statements.

The spatial mental models subjects formed of the described environments
were apparently indifferent to perspective. They allowed subjects to respond as
quickly and accurately to statements in the same perspective that they had read
and in the other perspective, for both perspectives. This suggests that the spatial
mental models contained information about the spatial relations among landmarks
in a perspective-free fashion, allowing the taking of either perspective with equal
ease. As such, spatial mental models are similar to structural descriptions,
common in computer models of object recognition, and to architect’s models of
buildings. Each incorporates the spatial relations among parts and allows the
taking of many perspectives.

2.5 Caveats and Qualifications. We do not mean to claim that all spatial
mental representations of environments, whether learned from descriptions or
learned from experience, have this character. These experiments were done
under ideal conditions. The environments and the descriptions were carefully
composed, the memory load was light, the time given for learning was ample. If
these conditions are not met, then there is no reason to expect that subjects will
form coherent and complete mental representations of the spatial relations that are
perspective free. In fact, many experiments have demonstrated just that, that
people’s mental representations of environments are often incoherent and
incomplete and from a particular perspective (Schiano and Tversky, 1992;
Tversky, 1991a, 1992a, 1992b, 1993). It is important to know that this need not
be the case. But it is also important to remember that excellent as they were, the
spatial mental models subjects formed did not contain metric information, only
categorical spatial relations. The descriptions did not relay metric information,
and we do not think that precise metric information is easy to relay accurately.

3 Producing Descriptions of Large-Scale Environments.

3.1 Introduction. After completing this research, we wondcred what
perspectives people actually took in describing environments. Our own
descriptions had been carefully and self-consciously fashioned, so we wanted to
know how laypeople spontaneously constructed descriptions. There was a
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widespread belief in the psycholinguistics literature that people ordinarily give
route descriptions of environments (cf. Levelt, 1982). This belief came primarily
from a well-known study of descriptions of New York City apartments by Linde
and Labov (1975). In that study, the overwhelming majority of descriptions took
listeners on a mental tour of the environment. More recent work by Ehrich and
Koster (1983), Levelt (1982), and Ullmer-Ehrich (1982) strengthened that
conclusion. The conclusion was justified by an analysis of Levelt’s (1989), in
which he pointed out that space is multidimensional but speech is linear. Because
a route is similar to exploration of an environment, it provides a natural way to
linearize space. Survey perspectives are also natural ways of conceptualizing
environments. People get survey perspectives from heights, and throughout time,
cultures have repeatedly invented and used maps, which give survey perspectives.

3.2 Investigating a Greater Variety of Environments. Altogether, the
range of environments studied thus far seemed too narrow to come to any definite
conclusions about perspective. We embarked on a mirror-image of our first set of
tasks (Taylor and Tversky, 1992a; Taylor and Tversky, 1993). We constructed
maps of the recreation area and convention center from our previous work, and
added to that a map of an amusement park. Subjects studied one of these maps.
Later, they wrote descriptions of the environments from memory. Their
descriptions were coherent and accurate, allowing a naive group of subjects to
place nearly all the landmarks correctly.

Subjects produced survey, route, and a mixture of survey and route
descriptions, with the majority of the descriptions mixed, followed by survey,
followed by route. The town received mainly survey and mixed perspective
descriptions, with very few route descriptions, and the convention center received
mainly route and mixed perspective descriptions, with very few survey
descriptions. This suggested that characteristics of the environment determined
the perspective chosen. These findings corroborate the results of the previous set
of studies. They suggest that perspective is not inherent in people’s mental
representations of environments. Selection of a description perspective, then, has
to do with how convenient it is to describe that environment with that perspective.
Convenience of perspective seems to depend at least in part on characteristics of
the environments themselves.

The town and the convention center were described with different
perspectives and differed on a number of environmental characteristics that might
be relevant to perspective. The town was an open environment, whereas the
convention center was enclosed; the town was relatively large scale, and the
convention center was small scale; the town had landmarks on several size scales,
mountains, river, roads, and buildings, and the convention center had landmarks
on a single size scale, rooms; the town had more than one possible route and the
convention center had only a single route.
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3.3 Varying Environmental Characteristics. In the next experiment
(Taylor and Tversky, 1993), we tested the hypothesis that characteristics of the
environment affect perspective choice by systematically varying the
environments on a number of features that differentiated the town and the
convention center, and that might be related to choice of perspective. Subjects
wrote descriptions of four of 16 environments from memory. Forty-five percent
of the descriptions had a survey perspective, 34% had a mixed perspective, and
21% had a route perspective. Two of the environmental variables had no effect
on choice of perspective: whether the environment was open or enclosed, and
whether the environment was large scale or smaller scale.

Two other variables did affect the selection of a perspective. There were
fewer mixed and more route descriptions when the environments had only a
single path and when the landmarks were on the same size scale. This makes
sense in terms of the pragmatics of constructing a coherent description. It is
easier to construct a route through an environment when the environment has
only one path than when the environment has many possible paths through it.
The presence of landmarks on the same size scale makes it more likely that each
landmark will be described in terms of the adjacent landmark. When one or more
landmarks are larger and more salient, then it is more likely that smaller scale
landmarks will be described with respect to the large scale landmark. If many
landmarks are described with respe.t to a single salient one, it seems easier to
differentiate them by their canonical directions from the large landmark than by
taking a tour around the large landmark.

3.4 Varying Acquisition Characteristics. Another difference between
our studies and the previous work is that in our studies, subjects learned the
environments by studying maps, whereas in some of the previous work, subjects
had learned the environments by navigating them. Linde and Labov’s subjects
described apartments they had lived in and presumably walked around in quite a
bit. Studying a map might encourage a survey perspective whereas navigation
might encourage a route perspective. Acquisition conditions can only explain
part of the results, however. Levelt’s (1982) subjects described a map of a
network of colored dots, and produced route descriptions.

We ran a small study where we asked students to describe environments
that they presumably experienced primarily by navigation rather than maps, two
areas on campus and their neighborhoods at home. The descriptions were not as
detailed or coherent or accurate as the descriptions of the memorized maps. Most
of them would not have allowed a naive subject to correctly place most of the
landmarks. In this study, the majority of the descriptions were route descriptions,
in contrast to our previous studies. However, subjects did produce survey and
mixed perspective descriptions of environments they had experienced primarily
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or only by navigation.

3.5 Determinants of Description Perspective. Selection of perspective
to describe an environment is clearly affected by characteristics of the
environment, but it may also be affected by acquisition conditions.

4 Small Scale Environments: Spatial Frameworks.

4.1 Introduction. The experiments on descriptions of large scale
environments showed that under ideal circumstances, people can form spatial
mental representations of environments that are coherent, complete, and
perspective free. Responding to particular questions, however, required taking a
specific perspective on the environment. We turn now to discuss experiments
investigating responding to a specific perspective, namely that of an observer in a
scene. At the same time, we switch from large scale to small scale environments.
We also switch referents of the term "we." Here, "we" refers initially to Franklin
and Tversky, and later includes Bryant as well.

4.2 Task. The situation Franklin and I (Franklin and Tversky, 1990)
chose to study is one that people find themselves in most of the time, in a setting,
surrounded by objects. We were interested in the simplest variant of that scene,
keeping track of the positions of objects under the simplest form of navigation,
turning in place. Itis a task that people seem to do effortlessly. In order to study
it, we wrote narratives describing "you," the observer and reader, in a setting such
as a barn, with objects such as a lantern, a pail, a rake, and a saddle located
beyond "your" head, feet, front, back, left, and right. Subjects studied the
narratives until they knew them well, and then turned to a computer that oriented
them toward one of the objects, and queried them for the objects located in each
of the six directions beyond the body. When all locations had been probed, the
computer again reoriented the reader, and again queried the reader for the objects
now located in the six directions beyond the body. Performance was essentially
error-free, so the data of interest are the reaction times to each of the six
directions.

4.3 Equiavailability and Mental Transformation Accounts don’t
Work. How might someone in this situation perform the task? We considered
three possible theories. According to the first theory, the equiavailability theory,
all directions in space are in principle equally salient and available, much like
viewing a picture, where certain objects in the picture may attract attention more
than others, but not because of the direction per se. Equiavailability predicts
equal reaction times to all directions. The second theory extends the research in
mental imagery (for reviews, see Finke and Shepard, 1986; Kosslyn, 1980) from
the typical two-dimensional setting to the current three-dimensional setting.
According to a mental transformation account, readers would imagine the scene
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and themselves in it. To verify the object in a given direction, readers would
imagine themselves turning to inspect that direction. This theory predicts that
times should be fastest to front, next fastest to directions 90 degrees from front,
that is, left, right, head, and feet, and slowest to back, which is displaced 180
degrees and requires the longest mental transformation. The data of the first five
experiments, and by now, many more, reject both the equiavailability and mental
transformation theories as accounts for the standard situation (something like the
equiavailability account seems to hold for certain complex situations, see
Franklin, Tversky and Coon, 1992).

4.4 Spatial Framework Theory: Upright Case. The theory that
accounts for the data is the Spatial Framework Theory. This theory is based on
analyses of language and space by Clark (1973), Fillmore (1975), Levelt (1984),
Miller and Johnson-Laird (1976), and Shepard and Hurwitz (1984), but it is
different from any of the previous analyses. According to it, readers construct a
mental spatial framework from extensions of the body axes, and associate objects
to the appropriate axes. Readers update the observer’s positions as the observer is
reoriented. The three axes vary in accessibility depending on characteristics of
the body, characteristics of the perceptual world, and the posture of the body. For
the upright observer, the most salient and accessible axis is the head/feet axis.
This is because it is an asymmetric axis of the body and it correlates with the only
constant asymmetric axis of the perceptual world, the up-down axis induced by
gravity. The next most accessible axis is the front/back axis, which has
perceptual and functional asymmetries, and the least accessible axis is the
left/right axis, which has no salient asymmetries. The pattern of reaction times in
the four upright experiments of Franklin and Tversky (1990) and of subsequent
experiments conformed to this pattern, fastest reaction times to head/feet, then
front/back, then left/right.

4.5 Spatial Framework Theory: Reclining Case. When the observer
reclines and reorients by turning onto the front, back, left, and right sides, the
situation changes. Gravity no longer corresponds to any major axis of the body,
so the accessibility of axes relies solely on characteristics of the body. Both
front/back and head/feet axes have biological asymmetries, but the front/back
asymmetry is more influential. The front/back axis separates the world that can
be perceived and manipulated from the world that cannot be easily perceived or
easily manipulated. Thus, according to the spatial framework theory, for a
reclining observer, fastest times should be to the front/back axis, followed by the
head/feet axis, and, last, the left/right axis. This pattern of reaction times
emerged for the two reclining experiments of Franklin and Tversky (1990), and
for subsequent research as well. Both the upright and reclining patterns were
replicated in an experiment using objects as probes for directions (Bryant and
Tversky, 1992). In all of the experiments comparing upright and reclining
postures, reaction times in the reclining condition were longer than those in the
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upright condition. This finding fits with the premisses of the spatial framework
theory. In their interactions in the world, people typically are upright as they turn
and navigate.

4.6 Spatial Framework Theory: Third Person Narratives. After
examining the simplest case, of an observer surrounded by objects, standing or
reclining in the environment, and turning to face different objects, we began to
vary the situation. In the first variation, we described the scenes in the third
person rather than the second person. Thus, we have substituted an egocentric or
deictic frame of reference with an object-centered or intrinsic frame of reference
(e. g., Levelt, 1984; Marr and Nishihara, 1978). We expected that readers would
still adopt the internal perspective of the observer in the scene, even when that
observer was described as a person other than "you" (Bryant, Tversky, and
Franklin, 1992). The same pattern of reaction times resulted, suggesting that
subjects did in fact adopt the perspective of the third person.

We then replaced the human observer with an inanimate object that was
successively turned to face different objects in the environment (Bryant, et al.,
1992). We chose objects that had intrinsic fronts, backs, tops, bottoms, lefts, and
rights, such as a saddle. Objects don’t usually have heads and feet, but they do
have tops and bottoms, if only by default. With one exception, the patterns of
reaction times resembled those of the internal spatial framework, suggesting that
readers take the point of view of the central object. The exception was long
reaction times for top and bottom under reclining conditions. This was, we
believe, a semantic problem. For objects that do not have intrinsic tops and
bottoms, "top" is used to refer to the side that is currently upwards. Thus, "top"
has two meanings for objects. When the object is upwards, the two meanings
coincide, but when the object reclines, the intrinsic top is no longer directed
upwards. This conflict seemed to have increased the time to respond top or
bottom for reclining objects.

4.7 Spatial Framework Theory: External Case. Yet another case of
interest is that where an array of objects is in front of the observer, rather than
surrounding the observer. We examined two external settings, one consisting of
eight objects in a cubic array, and the second consisting of six objects
surrounding another person (Bryant, et al., 1992). The descriptions were written
from the point of view of an observer external to the scene, and the queries were
from that point of view as well. In these cases, "above” meant above another
object or above the other person, and "below" meant the converse. "Left" and
"right" meant left or right of another object or the person from the point of view
of the external observer. The case of front and back is slightly more complicated.
In both cases, all the objects were in front of the observer. "Front" referred to the
object closer to the observer, and "back" to the one farther from the observer.
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The spatial framework theory can be extended to this situation. As before,
for the external case, readers construct a mental spatial framework based on three
orthogonal axes, but now they are based on axes projected in front of the
observer, as the array is in front of the observer, not surrounding the observer.
The axes remain ordered the same as for the upright internal case, but for slightly
different reasons. Above/below is most salient because of the asymmetric effect
of gravity on the world. Front/back is next because it, too, is asymmetric.
Objects to the front appear larger and clearer than objects to the back, and objects
to the front may occlude objects to the back. Left/right is, as before, least
accessible because it has no salient asymmetries. We expected one difference
between internal and external patterns of reaction times. When the observer is
surrounded by objects, objects to the front are more accessible than objects to the
back. However, when the array is entirely in front of the observer, the difference
in accessibility of front and back objects is minimal. Thus, for the internal case,
we expected front to be faster than back, and for the external case, we expected
no differences in reaction times to front and back. All of these predictions were
obtained for both settings of the external spatial framework.

5 Small Scale Environments: Description vs. Perception.
S.1 Iniroduction.

The previous work has shown that the spatial framework analysis of how
mental representations of space are constructed based on our conceptions of the
spatial world can account for behavior in a variety of situations. All the situations
were instantiated by description, not by actual experience. That is an interesting
finding in and of itself, but it leaves open the question of whether memory
retrieval would be the same for situations learned by actual perception rather than
vicariously through description. It also leaves open another question, of
importance for theories of imagery, whether responding from memory is the same
as responding from perception. According to the classic view of imagery (cf.
Finke and Shepard, 1986; Kosslyn, 1980), imagery is like internalized perception,
so that responding from memory and responding from perception should be
identical.

5.2 Responding from Memory is the same for Learning from Observation
and Learning from Description.

5.2.1 Tasks. Bryant, Lanca, and I (Bryant and Tversky, 1991; Bryant,
Tversky and Lanca, 1993) posed both those questions. We asked whether
responding from memory is the same when scenes are learned from observation
as when scenes are learned from description for both internal and external spatial
framework situations. To learn the internal case by observation, subjects were
brought into a small room, and stood or reclined on a bench. Objects were
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fastened to the walls, ceiling and floor. Subjects learned the scenes by tuming
and looking to see what objects were where, and were tested, as in the case of
learning by description, from memory. This was repeated several times for
different sets of related objects. To leam the external case by observation,
subjects viewed a model scene, a 12" doll surrounded by objects. As before, they
were tested from memory.

5.2.2 Results. For both internal and external situations, the pattern of
responding when learning was by observation was identical to the pattern of
responding when learning was by description. For the internal case, when
upright, responses were fastest to head/feet, then to front/back, and last to
left/right; for reclining, front/back was fastest, followed by head/feet and then
left/right. For the external case, responses were fastest for head/feet, then
front/back, and then left/right. For the internal case, front was faster than back,
but there were no differences between front and back for the external case. Thus,
performance from memory was the same, whether learning was by actually
viewing a scene or by reading about a scene.

5.3 Responding from Memory is Different from Responding from
Observation.

5.3.1 Memory. Here, we studied scenes that were learned by observation
but tested either from memory or from observation. The task was the internal
situation described above, where a subject was standing or lying on a bench, and
objects were attached to the surrounding walls, ceiling and floor. The first study
of responding from observation to the internal situation (Bryant and Tversky,
1991) showed that when the objects stayed in the same positions and subjects
moved in the environment, subjects quickly learned the set of objects and stopped
looking even when they had the opportunity. We could tell they were responding
from memory because they stopped turning their heads to look. Thus, people
often choose to respond from memory rather than looking to see. Apparently the
effort of searching the world can be greater than the effort of searching memory.
When subjects responded from memory, the pattern of reaction times fit the
spatial framework pattern.

5.3.2 Observation. In the first experiment, when subjects responded
while turning to look at the objects, their pattern of responses did not conform to
the spatial framework pattern of data. There were too few data points in the
observation condition to allow any conclusions to be drawn. In the second
experiment investigating responding to the internal situation from observation
(Bryant, Tversky, and Lanca, 1993), subjects were not given time to study the
scene before they were probed for objects in the six directions from the body.
This manipulation worked; subjects were forced to look in the probed direction
before responding. When subjects responded from observation, the pattern of
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reaction times did not conform to the spatial framework pattern. Rather, the
times conformed to what might be called the physical transformation model,
according to which time to respond io a probe should increase with increasing
time to search the scene. Specifically, times were fastest for front, next fastest for
the objects displaced 90 degrees, that is head, feet, left, and right, and slowest for
the object displaced 180 degrees, the object to the back.

§.4 Conclusions.

The spatial mental models formed from observing a scene seem to be the
same as those formed from reading about a scene. The memory retrieval times
form the same pattern, the spatial framework pattern, in both cases. As for the
work on large-scale descriptions, we would like to add some caveats. We do not
mean to say that descriptions are equivalent to experience or even that the mental
representations of descriptions are the same as those for experience. Clearly,
there are important and detectable differences between experiencing and reading
and between meniories of experiences and memories of descriptions. However, it
is important to note that the pattern of memory retrieval of spatial relations is the
same whether the spatial relations are acquired from text or from observation.

In contrast, the spatial mental models in memory are not like internalized
perceptions. We expected this to happen because of the failure of the mental
transformation theory to account for the original (and subsequent) patterns of
data. In fact, responding from perception yields a pattern of data much like that
of the mental transformation theory, only it is for physical transformation, for
perceptual search rather than mental search. Mental search does not seem to be
like perceptual search for this situation. Thus, people’s mental representations of
space are not always like their perceptions of space. For the case of keeping track
of directions of objects, people’s mental representations of space are better
accounted for by their conceptions of space than by their perceptions of space.

6 Small Scale Environments: Two Perspectives.

6.1 Two Strategies.

6.1.1 Switching Perspectives. The studies with Bryant and Franklin
(Bryant, et al., 1992) showed that readers could take the perspectives of third
person characters, and even of objects, in answering questions about spatial
relations. Using quite different tasks, others have shown that readers can take the
perspectives of others (e. g., Bower, 1978; Bly, 1989). Franklin, Coon, and I
(Franklin, Tversky, and Coon, 1992) wondered what would happen if there were
more than one perspective in a scene and subjects were required to answer
questions from both perspectives. There seemed to be two possibilities. The first
possibility is that readers adopt each perspective as their own, switching
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perspectives as needed. This would result in a spatial framework pattern of data
for each perspective.

6.1.2 Neutral Perspective. A second strategy readers could take would
be to adopt a neutral perspective, not one of the narrative perspectives, and
compute the answers to the spatial relation questions from each narrative
perspective in turn. Adopting one perspective and computing the spatial relations
for a different one is a more complex process for which the spatial framework
pattern in not expected. Having one perspective but answering from a different
one is, however, something that we frequently do in real life. When we tell
someone there’s a bike coming up on their left or a bee above their head, we have
our own perspective but need to communicate from the other’s perspective.

6.2 Determinants of Strategies.

6.2.1 Cognitive Load. What determines whether subjects adopt and
switch narrative perspectives or adopt a neutral perspective and calculate the
spatial relations? One factor might be the cognitive load imposed by the two
strategies. In the case of taking a neutral perspective, subjects need to keep the
entire scene in mind, but they do not have to switch perspectives. They have a
larger memory load, but they do not have the burden of changing points of view.
In the case of switching perspectives, for each perspective subjects have 4 smaller
memory load, only those parts of a scene relevant to that perspective, but they
have the cognitive burden of switching perspectives. Maintaining items in
storage and performing mental operations both require working memory capacity.
We do not know how these two components of working memory trade off. It
might be the case that for many situations, working memory capacity for the two
strategies does not differ greatly.

6.2.2 Nature of Narrative. Another determinant of whether subjects
switch perspectives or maintain a constant neutral perspective and calculate is the
nature of the narrative description. Where the narrative describes the two
perspectives as part of the same scene, say, the scene from the perspectives of two
characters, then the reader may adopt a neutral perspective that allows inclusion
of the entire scene, including both characters’ perspectives. If, on the other hand,
the narrative describes two different scenes, each with a single perspective, the
reader may form a separate representation for each scene, and, as in the previous
research, adopt the character’s perspective for each one, switching perspectives as
the scenes switch.

6.3 Experiments and Conclusions.
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Franklin, Coon and I (Franklin, et al., 1992) wrote narratives containing
two perspectives in a variety of situations. For situations where there were two
characters in the same place, readers did not take the two perspectives in
alternation; rather, they took a neutral point of view. This was the case even
when one of the characters was foregrounded in the narratives, when that
character was referred to as "you" and the other character in the third person, and
when there were three times as many questions from one character’s perspective
as from the other’s. A neutral perspective was also adopted for narratives
describing "you" in the same place at two different times oriented in different
ways, as in a flashback situation. The only case we have found so far where
readers take the perspectives of each of the characters in turn is when the
narratives describe the characters as being in different places, say, one underwater
in a lagoon, and another in a hotel lobby. Then the spatial framework pattern of
retrieval times emerges for both settings.

Readers are able to adopt both strategies, taking a neutral perspective and
computing both character perspectives, and taking character perspectives in turn.
Readers adopt the strategy that conforms best to the narrative. These findings led
us to the one place-one perspective principle. Readers seem to prefer to form a
separate mental representation for each place described in a narrative, and to take
a single perspective for each place. If the place contains a single perspective,
then readers take that perspective. If, however, the place has two perspectives,
either because there are two characters with different perspectives or the same
character at different times with different perspectives, then the reader adopts a
single perspective, but takes a neutral perspective rather than any of the
perspectives in the scene.

7 Small Scale Environments: Moving Observer vs. Moving
Environment.

Thus far, all the narratives have described an observer moving in an
environment. It is also conceivable, especially in a narrative, for the observer to
remain stationary, and the environment to move. Although the moving
environment situation can be formally equivalent to the moving observer
situation, psychologically the two situations are quite different. In the real world,
people typically move and environments are typically stationary. If people’s
conceptions of the spatial world are based, as the spatial framework theory
asserts, on typical interactions with the spatial world, then it should be easier for
readers to perform the moving observer situation than the moving environment
situation. If all that matters is the bare mental model, then the two situations
should be equally easy.

7.1 Movement in Three Planes.
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Two senior honors students, Joe Kim and Andrew Cohen, worked on this
problem. Kim wrote a set of narratives telling subjects that they were visiting a
gravity-free spacehouse in a NASA museum where objects were bolted to the
surfaces. The subjects in the moving observer condition were told that in the
weightless environment, they could reorient themselves along the three axes. The
subjects in the moving environment condition were told that the rooms could
rotate along the three axes. The experiment then proceeded much like the usual
internal spatial framework experiments, testing upright, reclining, and upside-
down postures (relative to the original posture; there were no absolute directions
in the gravity-free spacehouse). The subjects in the moving observer condition
had no difficulty performing the experiment, and the data conformed to the spatial
framework pattern. In contrast, the subjects in the moving environment condition
simply could not perform the task. After several reorientations, they became
confused, and could not keep track of where the observer was relative to the
objects. This was despite the fact that many of the subjects realized that the
moving environment situation was formally equivalent to the moving observer
situation.

7.2 Movement in the Horizontal Plane.

Kim’s second experiment simplified the situation considerably by using
only horizontal reorientations. The horizontal plane was easier than the vertical
in the previous studies where only the observer moved, presumably because most
human navigation is along the horizontal plane. Perhaps giving considerable
practice along the easier, more familiar, plane will enable readers to cope with the
moving environment situation. Kim took two reaction time measures: the time it
took to reorient to a facing a new object, and, after reorientation, the time it took
to retrieve objects given direction probes.

When movement was only along the horizontal plane, subjects in both the
moving observer and the moving room conditions were able to perform the task.
Subjects in the moving room condition found the task harder. It took them nearly
twice as much time to reorient along the horizontal plane as the moving observer
subjects. Once they had reoriented, the moving room subjects answered the
direction probes as fast as the moving observer subjects. In both cases, the
reaction times conformed to the spatial framework pattern.

7.3 Vertical Movement along a Single Plane.

Encouraged by the success of Kim’s second experiment, Cohen designed
situations slightly more complex than the second study, but less complex than
Kim’s first study. In Kim’s first study, vertical and horizontal movements were
randomly mixed. In Cohen’s study, all the vertical movements were blocked and
all the horizontal movements were blocked. As before, there were two groups of
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subjects; for one, the narratives described the observer as moving, and for the
other, the narratives described the environment as moving,

Subjects in both the moving observer and moving environment conditions
were able to perform the task. Those in the moving environment condition took
longer to respond to the direction probes than those in the moving observer
condition. The data of subjects in the moving observer condition corresponded to
the spatial framework pattern. The data of subjects in the moving environment
condition corresponded to the spatial framework pattern for the original
orientation of the room, and for the upside down orientation, but not when the
room was rotated 90 degrees. When the room moves from upright to upside
down, the objects at the head/feet and front/back stay the same, but their positions
get reversed. The objects along the right/left axis stay the same. When room is
rotated 90 degrees, the objects to right and left stay the same, but the objects at
head and feet get mapped onto front and back, and vice versa. The mental
transformation required for 90 degree rotation, remapping the axes, is more
difficult than the mental transformation required for upside down, reversing the
objects along the same axes. For the 90 degree rotation, it seems that subjects
kept the perspective of the original upright position and computed the new
positions of the objects. Because the objects at left and right did not change,
these were the fastest. Front/back and head/feet were equally slow, as they were
remapped onto each other.

74 In Sum.

Although it is much more difficult for readers to perform when narratives
describe the environment as moving than when narratives describe the observer as
moving, under certain circumstances, readers are able to perform the task. When
movement is along the horizontal plane, they can perform the task, but take
longer to reorient in the moving environment condition. When movement is only
along one vertical plane and sufficient practice is given, readers are able to
perform in the moving environment task even in the relatively unfamiliar vertical
plane, though readers are faster to respond to direction probes in the moving
observer condition than in the moving environment condition. Moreover, readers
take all three perspectives in the moving observer condition, upright (original),
reclining, and upside down, but they do not take all perspectives in the moving
environment condition. For the analog of the reclining case, readers in the
moving room condition seem to maintain their original perspective and compute
the spatial relations. It is possible that with more practice in this orientation,
readers will take that perspective as well.

The moving observer and moving environment conditions are formally
identical. Psychologically, though, the former corresponds to everyday
experience and the latter does not. Readers could perform under some
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circumstances in the moving environment condition, but only with difficulty.
8 Conclusions.

8.1 Spatial Descriptions Engender Spatial Mental Models.

Well-crafted descriptions can successfully convey spatial relations for
both large scale and small scale environments. From such descriptions, readers
seem to form spatial mental models that incorporate the spatial relations among
landmarks. These spatial mental models vary in abstractness: general ones
capture the spatial relations among landmarks in a perspective-free fashion; from
the general models, models with specific perspectives can be derived. The spatial
mental models can be updated as new information comes in. Updating can take
many forms: adding landmarks, moving, reorienting, changing perspectives, and
more.

8.2 Route and Survey Descriptions of Large Scale Environments.

For describing large scale environments, people use one of two
perspectives, or a combination of both. In route descriptions, describers take their
addressees on a mental tour of an environment, conveying the locations of
landmarks relative to the changing position of the addressee in terms of the
addressee’s left, right, front, and back. In survey descriptions, describers take a
view from above, conveying the locations of landmarks relative to each other in
terms of north, south, east, and west. From either type of description, readers can
form spatial mental models that allow taking both perspectives, route or
egocentric or deictic, and survey or extrinsic. Because interfaces with GIS
systems are typically verbal, understanding how people construct and
comprehend spatial descriptions is fundamental to effective GIS systems.

8.3 Spatial Frameworks for Small Scale Environments.

For keeping track of small scale environments, the objects immediately
surrounding th. . people construct and update mental spatial frameworks from
three orthogonal axes defined by the body, head/feet, front/back, left/right. The
time to retrieve objects located in those directions from the body depends
systematically on enduring ca.racteristics of people’s interactions with the
perceptual world. For the canonical upright situation, the head/feet axis is most
accessible because it is an asymmetric axis of the body and because it is aligned
with gravity, the only asymmetric axis of the world. Front/back is next; its
asymmetry divides the world that can be perceived and manipulated from the
world that cannot be easily perceived and manipulated. The front/back axis is
also the normal plane of navigation. Finally. the leftmght axis has no salient
asymmetries. This spatial framewo:% analysis accounted for memory retrieval
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times in the canonical case, and variations in the spatial framework analysis
accounted for retrieval times in variants of it. Unlike images, spatial frameworks
are not like internalized perceptions; rather than reflecting people’s perceptions of
the world, they reflect people’s conceptions of the world.

8.4 Further Explorations of Small Scale Environments.

8.4.1 Two Perspectives. When a narrative has a single perspective,
readers tend to adopt that perspective as their own. When a narrative has more
than one perspective, readers do one of two things. They either adopt both
perspectives as their own and switch between them, or they take a neutral
perspective that is not one of the narrative perspectives, and calculate the
directions of objects from the narrative perspectives as needed. When the two
perspectives are in different scenes, subjects tend to switch perspectives; when
the two perspectives are in the same setting, subjects tend to adopt a neutral
perspective. Both strategies are available to people. People seem to prefer to
take a single perspective on a single scene.

These studies have begun to explore perspective taking and perspective
switching in naturalistic contexts. When we use a map or a GIS system to plan a
route or figure out where we are, we need to be aware of our own perspective, but
to take or calculate another one as well.

8.4.2 Moving Person vs. Moving Environment. In narrative, it is just as
casy to have the environment move as to have the person move in the
environment. When the movements are rotations along one of the body planes,
the two are formally equivalent. Moving rooms are not a normal part of people’s
interactions with the world, so the spatial framework analysis predicts that the
moving room situation would be more difficult than the moving person. Subjects
indeed find the moving room situation more difficult than the moving person. For
descriptions involving movements along both vertical and horizontal planes,
subjects had no trouble in the moving person condition, but were unable to
perform the moving room condition. When the moving room condition was
simplified to movement along only the horizontal plane, or to more systematic
and practiced movement along both planes, subjects could cope with the moving
room situation, but took longer to respond than in the moving person situation.

8.5 Final Words. Language can have powerful effects on our lives. One
common and benign use of language is to describe space. The language of space
is rich and organized. Under ideal circumstances, language can instill accurate
mental representations of the spatial relations among objects in a scene. The
effectiveness of language in engendering spatial mental representations provides
a convenient way to study the construction, use, updating, and nature of spatial
mental representations. The language of space not only instills mental




f

Induced Pictorial Representations
19

representations, it also reveals how people think about space.
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Papers presented at meetings, conferences, and colloquia:

"Cognitive Maps" presented at the Air Force Office of Scientific Research,
November, 1988.

"Answering Questions about Imagined Scenes: How Do We Look?" with
Nancy Franklin, presented at the 29th Annual Meeting of the Psychonomic
Society, Chicago, November, 1988.
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"Spatial Mental Models Induced by Narratives” presented at Columbia
University Psychology Department, September, 1989.

"Induced Pictorial Representations” presented to AFOSR meeting,
Alexandria, VA, November, 1989.

"Learning Environments from Survey and Route Descriptions” with Holly
A. Taylor, poster presented at the 30th Annual Meeting of the Psychonomic
Society, Atlanta, November, 1989.

"Structure and Strategy in Memory for Line Slope" with Diane Schiano,
poster presented at the 30th Annual Meeting of the Psychonomic Society, Atlanta,
November, 1989.

"Spatial Mental Models" Cognitive Science Seminar presented at
Princeton University, April, 1990.

"Spatial Mental Models" presented at the Center for the Study of
Language and Information, Stanford University, May, 1990.

"General Organizational Principles for Characterizing Observers’
Perspectives in Described Scenes.” with David Bryant and Nancy Franklin,
poster presented at the American Association for the Study of Mental Imagery,
Boston, June, 1990.

"Different Memory Representations for Space Surrounding You, Him, and
It?" with David Bryant and Nancy Franklin, poster presented at the annual
meetings of the American Psychological Association, Boston, August, 1990.

"Constructing, Updating, and Accessing a Representation of Described
Space," by Nancy Franklin, poster presented at the annual meetings of the
American Psychological Association, Boston, August, 1990.

"The Spatial Organization of Mental Models" by Nancy Franklin,
colloquium presented at New York University, October, 1990.

"Spatial Descriptions and Depictions” with Holly A. Taylor, presented at
the 31st Annual Meeting of the Psychonomic Society, New Orleans, November,
1990.

"Mental Spatial Frameworks for Different Perspectives” with Nancy
Franklin, poster presented at the 31st Annual Meeting of the Psychonomic
Society, New Orleans, November, 1990.
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"Spatial Mental Models" presented at the Winter Text Conference,
Jackson Hole, January, 1991.

"Spatial Mental Models," colloquium presented at Pomona College,
February, 1991.

"Distortions in Cognitive Maps," invited lecture at Whitman College,
March, 1991.

"Images, Perceptions, and Mental Modelis," invited lecture at the Center
for the Study of Language and Information, Stanford University, April, 1991.

"Spatial Mental Models Derived from Survey and Route Descriptions”
with Holly A. Taylor, poster presented at Western Psychological Association
meetings, April, 1991.

"Mental Spatial Frameworks: Perspective and Organization" with David
J. Bryant and Nancy Franklin, poster presented at Western Psychological
Association meetings, April, 1991.

"Spatial Mental Models" with Holly A. Taylor, invited symposium at
Midwestern Psychological Association, May, 1991.

"Perspective in Spatial Mental Models D<rived from Text" with Nancy
Franklin and Vicki Coon, invited symposium at Midwestern Psychological
Association, May, 1991.

"Spatial Mental Models" invited lecture, Department of Psychology,
University of California, Berkeley, October, 1991.

"Spatial Mental Models" invited colloquium, Cognitive Science Program,
Wellesley College, October, 1991.

"Locating Objects from Memory or from Sight" with David J. Bryant,
paper presented at 32nd Annual Meeting of the Psychonomic Society, San
Francisco, November, 1991.

"Spatial Mental Representations: Are they like Images?" Invited lecture
at Winter Text Conference, Jackson Hole, WY, January, 1992.

"Spatial Mental Representations” invited lecture at AAAI Spring
Conference, Stanford, CA, March, 1992,

"Spatial Mental Models" invited lecture at New York University, April,
1992.
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"How People think about Space" invited lecture at CSLI-IAP meetings,
Tokyo, Japan, September, 1992

"Cognitive Maps," invited lecture at Tokyo Institute of Technology,
Tokyo, Japan, September, 1992.

"Spatial Mental Models,"” invited colloquium at the Center for the Study
of Language and Information, Stanford University, October, 1992.

"Spatial Mental Models," invited colloquium at University of California-
Santa Cruz, October, 1992.

“Who, what, when, and where? Memory organization of event
descriptions” with Holly A. Taylor. Poster presented at 33rd Annual Meeting of
the Psychonomic Society, St. Louis, November, 1992.

"Cognitive Origins of Graphic Conventions" Invited lecture at Winter
Text Conference, Jackson Hole, WY, January, 1993.

"Spatial Mental Models Constructed from Text." Invited talk at
Workshop on Mental Models, Bielefeld, Germany, April, 1993.

"Acquiring and Updating Spatial Knowledge from Language” Invited talk at
specialist meeting of NCGIA on Time in Geographic Space, Lake Arrowhead,
CA, May, 1993.

"Spatial Constructions.” Invited talk at Conference on Memory for
Emotion and Everyday Events. University of Chicago, May, 1993

"Speculations on the Origins of Graphic Conventions." Invited talk at NYC-
SIGGRAPH. Pace University, May, 1993.

"Cognitive Maps, Cognitive Collages, and Spatial Mental Models." Invited talk
at European Conference on Spatial Information Theory, Elba, Italy, September,
1993.

"Spatial Mental Models Constructed from Text." Invited talk at Conference on
Memory, Rome, Italy, September, 1993,

"Why is space complex? Relational versus absolute spatial descriptions,” with C.
M. Jones. Poster presented at the 34th Annual Meeting of the Psychonomic
Society, Washington DC, 1993.

"Perspective in Spatial Descriptions," with H. A. Taylor. Poster presented at the
34th Annual Meeting of the Psychonomic Society, Washington DC, 1993.
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"Mental spatial models guide search of observed spatial arrays, with D. J. Bryant,
M. Lanca, and B. Narashimhan. Poster presented at the 34th Annual Meeting of
the Psychonomic Society, Washington DC, 1993.




